Infocosm: Towards Collective Decision Making in Mobile

Social Ne

tworks

Divyakant Agrawal
Department of Computer Science
University of California, Santa Barbara
Santa Barbara, CA 93106-5110, USA

agrawal@cs.ucsb.edu

ABSTRACT

As Internet based services and mobile computing becomeiubiq
tous, society becomes increasingly reliant on these coruation
media to accomplish critical and time-sensitive tasks suscimfor-
mation dissemination and collaborative decision-makifige de-
pendence on these media magnifies the damage caused from the
disruption, whether by malicious intent or natural disask®r in-
stance, in the event of a natural disaster, such as the aakidn
Haiti or the tsunami in Japan, disruption of the centralizeabile
and Internet infrastructures impedes information spreaticdten
leads to chaos, both amongst the victims as well the aid geosi
Decentralized and ad-hoc mechanisms for information digse
tion and decision-making are paramount to help restoreroktle
propose Infocosm, a mobile social network that utilizegdide-
vice communication to enable group decision-making, orsean
sus, without reliance on global communication serviceidosm
focuses on minimizing the system resources, to prolongfeétete

of the power constrained devices, by minimizing commuincat
overhead, computational complexity, and persistent geosize.
Infocosm provides a simple and intuitive system to enahigela
scale coordination amongst non-expert users. Due to thélityob
of the users in Infocosm, limited range of point-to-pointrsauni-
cation, and the ad-hoc nature of the infrastructure, allpdueici-
pants in the system cannot communicate with each othemaisti
ing the number of participants (or a global count) itselfdraes

a challenge and hence, traditional notions of consensusaum
based protocols for agreement cannot be used. We, theredtye
of threshold and time limit based approaches to reach areagre
ment. In this presentation, we will explore various heigssand
models to estimate group participation to aid users in reitiog
consensus.

1. MOTIVATION

From Tahrir Square to Wall Street, new technologies, sudoas
cial networks and mobile computing devices, are enablirapiee
to quickly organize in a decentralized manner. Social nekware
unintentionally serving as groupware to synchronize acditfate
human interactions [4]. The phenomenon of informationuditbn
and influence in social networks has been the interest ohteee
search and modeling. In an abstract sense, all popularl swtia
works enable a user to express an idea and subsequentlygptepa
the idea through a network of peers. This straightforwaftlidi
sion of information and the simple interface has enablecbleeo
to organize in a lightweight manner which is essential tdifate
large scale group interaction. However, this approach tsene

tirely decentralized, as these tools rely on Internet ses/to act as
a centralized coordinator for user messages throughoutwaorie
In the event of a natural disaster or an administration ngraidver-
sarial to curb a movement, Internet access may become diroite
unavailable. Several recent events demonstrate this soelédth
fhe 2010 earthquake in Haiti, rescue works relied on textsamps
ing (SMS) to coordinate efforts, as cell phone networksirstc
under failure and overloading [6, 7]. Planned protests atBay
Area Rapid Transit (BART) in San Francisco, USA resultedah ¢
lular service being cut in order to stave off protests [1]stlya and
perhaps most infamously, Hosni Mubarak’s government stwind
Internet access to Egypt in an attempt to thwart not onlyad oit-
work coordination, but also privacy filters, such as Torf thagass
censorship firewalls [3].

Despite the availability of a centralized service, cert@itions
still require coordination of a large group, whether it beratgst
of conditions or organizing humanitarian efforts. Withausingle
point of communication, planned actions can become disgid
unclear, and result in a reduced effectiveness. We definelégmn
in the described environment as how can a system dissen@nate
idea, or proposal, amongst a network of peers in order tatasce
user’s intention and determine an expected outcome. As lknow
edge and context of the proposal is required to determineess¢
a proposer should specify a tipping poiquérum valug which is
the number of users that need to agree in order to achievesaiwon
sus. In this context, we use consensus as the consent ofifiexpec
group size for a proposed value, and not the stringent definitf
consensus where all non-faulty processes agree on a sialgie. v
Due to the lack of a central authority and due to the mobility o
the users, the number of users that will observe a giventhiallo
unknown. As a result, classical notions of quorums, group si
estimation, or consensus in a static distributed systeri?]8an-
not be applied directly in this problem setting. Since a ieat
view of the number of users that will observe a proposal is not
known, an application specific quorum value threshold islede¢o
approximate consensus. Quorum value is application spaaiite
the number of people required to organize a meeting at a alsgab
conference is very different compared to the number reduioe
effectively organize a city protest.

The group decision making problem framed in a disconnected
environment becomes technically challenging. Users tletreo-
bile, are likely to have different views on the state of thiédtalue
to the lack of a single point of truth and observing intengiondis-
joint peers. Divergent views need to be reconciled betwesensy
S0 an approximate view can be consistently determined ierdod
have similar state when a proposal expires. The proposaldma
critical for users, so the state of the proposal should bsisted be-
yond volatile memoryThe reconciliation of disconnected replicas,



efficient persistent storage, managing concurrent profsosad an ballot{
understanding of consensus call for a database systemicolat proposal: "Gather to demand face-to-face
this timely problem PC meetings for SIGMOD",

Th i tralized cellul Int t dot expiration: "2012-05-24 10:00:00",
e rellance on a centralized cellular or Internet access ao suggestedValue: "Canyon Room 5/24 11:08",

prevent many modern mobile devices from communicating with quorumValue: 20,

its peers at a large scale. Many smartphones have capabiidti userAccepts: {

directly communicate with other mobile devices within aitied "Canyon Room 5/24 11:00" : [31083,
range, including IEEE 802.11, Bluetooth, or Ultra Wide Balilese 13091, 38919, 900941, 109381],

communication media provide the ability to discover peeithiw } ‘Mesa Hall 5/24 14:00" : [13134]

a few hundred feet allowing for the ponstrugtion of a mobidaerp. key: 107074168843,

to-peer P2P) network to exchange information [12]. Leveraging proposerId: 31480

these networks and motivated by the need for decentralizgthp }

zational tools, we introduce Infocosm, a mobile P2P datalizat

enables group decision making without relying on centealiger-

vices. While mobile P2P databases for disaster situatiomsile

itary applications have been proposed before, specifice wet Figure 1: A sample ballot to demand conference review
provided. Moreover, our focus is on group decision makingctvh changes.
is beyond communication overlays [11]. The name Infocosm-sy

bolizes our goal to create an aggregate global view of in&tion

composed of smaller pieces of information that can be difficu

piece together and individually cannot represent the gloicture.

In this presentation we will highlight the need for Infocoamnd the

research challenges associated with enabling group deaisak-

ing in a P2P mobile environment. We will also present a brief

overview of a research prototype that is being developedGt U

Santa Barbara to highlight some of the implementation ehgks

in developing mobile social network technologies.
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2. PRELIMINARIES

Infocosm is a database system running on mobile devices that
communicates in a P2P fashion with other mobile devicessin it
vicinity. In Infocosm, a user can propose a question fitaposal),
optionally accompanied by a suggested answer \#hee). The
proposal is broadcast to all users within the proposerectlicom-

Figure2: Internal Infocosm Components.

munication range. Since the communication range is limated snapshot of Figuiel 1 captures a scenario where an alteznaiive
the users are mobile, a proposal might eventually be relayad has also been proposed. The ballot lists both the propodeesva
eas where the original user initiating the proposal is nesent. Canyon Room at 11 am that has six acceptors afsa Hall

We use the ternproposer for the user that introduces the ballot 5,24 14:¢0 has a single vote. For brevity, the error values and
to a set of peers who have not received the proposal earlle. T givergence in versions is not shown, but Infocosm tracktri
proposer can therefore be the original initiator or a relagien The nally. The ballot is broadcast to all peers within range. Epeer

mobile agents forward this proposal, allowing users to @gvith with an active Infocosm instance will notify its user of a nieatlot.

the proposal, suggest a new value, or reject the proposal.vile The user can take action on the ballot by eithezeptinghe ballot,
ues gre.only gllowed if none of the proposed valued.have eghch relayingit, proposinga new value, oignoring the ballot. The pro-
the tipping point. The users that respond non-negativety jpoo- poser for this ballot is notified of this user's intention. Ancept

posal aresubscribersto the proposal. Every proposal has an asso- gjgnifies that the peer agrees with the proposal, and wiyréte
ciatedexpiration time after which it is no longer valid; a proposal proposal to all future peers. felay signifies that the peer will not

is spread until its expiration time is reached. The propasah- commit to the proposed value but will subscribe to the badtud
capsulated within &allot that contains the proposal, the suggested reproadcast to future peers. If the peer disagrees withugested
value, the expiration time, the proposer’s unique ID, theimum value of the ballot, an alternate value can be propokgthre states

number of users to achieve a consensus, and the set of users Whipat the user rejects the ballot, and that Infocosm shouldrigall
have accepted each of the ballot’s potential values. Aléstibers future messages regarding this ballot. The proposer adids-al
are notified of the proposal@utcome either when a value reaches cepted users and proposed values to the ballot, makes toe bal

the tipping point or when the proposal expired. The outcoff@ o |ocqjly persistent in Infocosm, and rebroadcasts the egdadllot

proposal is the values which received votes above a prexieted to all users in range. On receipt of a message, a peer degsmin
threshold. Since Infocosm is designed to operate in disated i the ballot contains new information or should be ignoreit-
modes where all users are mobile and a centralized singh pbigjtionally, a peer does not rebroadcast a ballot with antidah
truth for the ballot may not exist where data is incompldte,vote state (i.e. no new acceptors or values) to peers alreadyeafine
counts are associated with error bounds. ballot.

Figure[d describes a sample ballot for the proposal. The bal-
lot is expressed in JSON format for the ease of expositiofa- In
cosm stores and transmits a ballot in a compact compressed bi 3. SYSTEM DESIGN
nary format. In this example the proposer suggests thataat le Infocosm is composed of four major components shown in Fig-
twenty participants are required to achieve the tippingiporhe ure[2. Thestorage engingrovides persistence for the observed



ballots and the actions taken by the user. PR® relaynotifies the
ballot manager of new peers observed, incoming ballotshafidt
proposal responses. The relay also manages proposal bstadc
and responses from the ballot manager. Uhenodule interfaces
the ballot manager with the user to acquire responses aboub e

als and notify with updates on the subscribed ballots. Géléot
managercoordinates all components, decides what information to
relay between components, ignore and broadcast ballahiaftion

to new peers, and inform the user about the status and outobme
a ballot.

Several challenges arise in designing an efficient ballotagar.
Battery life, network bandwidth, and storage capacities lam-
ited and many optimizations are needed to minimize Infoc@sm
footprint and resource consumption. An instance of Infat@s
each node stores detailed information about a ballot sdtibdial-
lot manager can appropriately orchestrate coordinatitwesn the
components. However, since network communication is esipen
peers only exchange a compressed ballot header. This cesegre
header should be sufficient to determine if additional imfation
is needed to synchronize the ballot views of two nodes.

The frequency at which ballots are transmitted must alsgobe o
timized. While a great deal of literature exists on gossigtquols
and the properties of epidemic communication in mobile remvi
ments, additional context can be leveraged in communicgtio-
tocols [12]. This context can include the expiration tinfes mobil-
ity patterns, and popularity of a proposal. Mobility patiewwill be
especially important when a small subset of the peers arélenob
while majority remain static and are less likely to interatth new
peers.

Due to the decentralized nature, timestamps alone cannot ac
rately determine if peers have a consistent view of a balks.
users move and are disconnected, their versions of thet batiit
diverge. As a result, Infocosm must address important resea
challenges in reconciliation of the divergent ballots, #imeir re-
spective counts, eliminating duplicates from the courgsyell as
tracking the lineage of the ballot versions as they divefe. in-
stance, a usel/; receives the ballot from another udgy. After
accepting the proposdl]; moves to the vicinity o/, and passes
the ballot. Now, ifU, moves into the vicinity ofU;, U; must be
able to eliminate the duplicate counts through the linedghver-
gent versions. Storing and exchanging the full acceptedagtdo
track lineage is expensive in terms of bandwidth and contiouta
A naive optimization involves comparing a hash an order¢dfse
users (such as bloom filters); however, this approach irehigh

cost to merge large sets and is also an approximate set member

ship. Additionally, storing and exchanging large sortets san be
too costly for storage and computation on a device wheraurese
are finite. We are currently exploring using a combinatiorapf
proaches, using probabilistic data structures, such asrbfiters,
to determine set membership quickly, or utilize multi-getsquick
merges and rely on sampling or sketch based techniquesnmést
of set membership [5, 9, 13]. Alternatively, Infocosm cavele
age de-duplication techniques for comparing large setsjaiuly
identifying differences in the data set [2]. Lastly, if adarset of
peers have frequent interactions, such as conferencedaésgna
coordinated checkpoint can also be constructed.

Most importantly, Infocosm should also be able to reasoruibo
the confidence of consensus beyond ballots reaching a éésijn
threshold of votes. However, due to the uncertain naturéhef t
network topology and communication, true consensus cab@ot
achieved due to the impossibility of agreement and validifften
traditional distributed systems notions, like consisyemssume a
static number of nodes. Many of these assumptions were reex-

amined with a rise in popularity of dynamic systems, wheee th
number of nodes varies over time. Research @Gtoup Size Esti-
mationand dynamic system modeling will guide efforts into build-
ing robust models of consensus for a mobile environment(p, 1
Since the mobile agents differ from dynamic systems withiapa
and temporal patterns, Infocosm considers empirical #atens
about the mobility of a user and the churn and mobility of peer
when modeling consistency. Finally, a feedback mechanisth®
outcome is requested from the proposer, in order to reiaforod-
els that accurately stated which proposed value achievezbosus.

In addition to the above mentioned challenges, Infocosmt mus
also address multiple issues, such as privacy of the usetsnp
tially intermittent centralized sources of truth, maligsobehavior,
and trustworthiness. Discussion of all these challengdspassi-
ble approaches to overcome these challenges will be thectudij
our presentation at the workshop.
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