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We are witnessing the beginnings of a shift in the
patterns of content creation and exchange over the
web. Previously, web content—including web pages,
images, audio, and video—was primarily created by
a small set of entities and was delivered to a large
audience of web users. However, recent trends such
as the rise in popularity of online social network-
ing; the ease of content creation using digital devices
like smartphones, cameras, and camcorders; and the
ubiquity of Internet access have democratized con-
tent creation. Now, individual Internet users are cre-
ating content that makes up a significant fraction of
Web traffic [3, 9].

As a result, compared to content shared over
the web just a few years ago, content today is gen-
erated by a large number of users located at the
edge of the network, is of more uniform popular-
ity, and exhibits a workload that is governed by the
social network. Unfortunately, existing content dis-
tribution architectures—built to serve more tradi-
tional workloads—are ill-suited for these new pat-
terns of content creation and exchange. For exam-
ple, web caches have been shown to exhibit poor
performance on social networking content [5, 18],
due to the more uniform popularity of content, caus-
ing many online social networking sites have begun
to move away from content distribution networks
(CDNs) and towards highly-engineered in-house de-
livery solutions [10,11,15].

Changing workload patterns

To more closely examine these trends, we exam-
ine a data set on the photos exchanged by 63,731
users from the New Orleans Facebook regional net-
work [14]. Because data on photo views is not avail-
able, we use photo comments as a proxy for views
(i.e., if a user has commented on a photo, they must
have viewed it). Crawling the news feed in a manner
similar to previous work [16], we discovered infor-
mation on a total of 1,068,787 comments placed on
816,508 different photos. While we only analyze this
dataset due to lack of space, we have found similar
results on other social networks.

Content is created at the edge We first explore

where the emerging content being exchanged over
the web is being created. Today, the rapid adop-
tion of smartphones, digital cameras, digital cam-
corders, and professional-quality music and video
production software, combined with the low cost of
broadband Internet service, has greatly eased con-
tent creation by individual users. Significantly more
news articles are written by bloggers than news or-
ganizations [12], more photos are shared on online
social networks [8] than on professional photogra-
phy websites [1], and much of the content shared on
YouTube, themost popular video-sharing site, is cre-
ated by end users [6, 7] empowered by the ubiquity
of webcams.

Content is of more uniform popularity We now
explore the popularity distribution of the content in
emerging workloads, relative to previous workloads.
To do so, we examine the popularity of photos on
Facebook, comparing it to the popularity distribu-
tion to that observed in studies of traditional web
workloads [4]. We note one primary distinction
with respect to traditional workloads: The Facebook
workload contains a significantly lower exponent
of the Zipf distribution (0.44, compared to 0.64 to
0.83 [4]), implying less emphasis on popular items
and resulting in amore uniform popularity distribu-
tion and a significantly longer, fatter tail (Figure 1).

Exchange is governed by the social network We
turn to explore how users are locating content. In
particular, we explore the degree to which the ex-
change of content is governed by the structure of the
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Figure 1: Cumulative distribution of Facebook views com-
pared to five traditional web workloads [4].



social network. To do so, we calculate the fraction of
comments on photos that come from the local social
network of the uploader. The result of this analy-
sis is that over 28.3% of the comments are placed
by friends of the uploader, and at least 89.1% are
placed by friends or friends-of-friends (compared to
expected values of 0.04% and 0.30%, respectively,
were the placement random). This indicates that
users are significantly more interested in the con-
tent that is uploaded by their friends and friends-
of-friends.

Exchange has significant geographic locality Fi-
nally, we explore the connection between content
exchange and geographic locality. Using our Face-
book data set, we find that 32.9% of the friends of
New Orleans users are also in the New Orleans net-
work; similar findings have been observed in other
regional networks [16]. However, if we examine
the fraction of content exchange that occurs between
New Orleans network users, we observe that 51.3%
of comments are placed by other users within the
New Orleans regional network, even though only
32.9% of the friendship relationships lie within the
network. This indicates that the significant geo-
graphic locality already present in social networks
is present to an even greater degree in the content
exchange that occurs over these networks [17].

Rethinking content distribution

The content that is increasingly being shared on the
web today is created at the edge of the network, but
is exchanged using centralized infrastructure. The
usefulness of existing techniques on this workload is
declining [5, 17, 18]: For example, caching the most
popular 10% of the items in traditional workloads
would satisfy between 55% [4] and 95% [2] of the re-
quests; in our social network workload from the pre-
vious section, such a cache would only satisfy 27%
of the requests. This also affects the ability to use
CDNs, which similarly work best for popular con-
tent.

We therefore propose to work towards more de-
centralized content exchange over the web. While
some have suggested decentralizing the provider’s
data center architecture [17] into many regional data
centers, this requires significant changes and ex-
pense for the provider. Instead, we propose to focus
on retaining the centralized provider architecture of
today, while attempting to decentralize content ex-
change when possible.

In ongoing work, we are building WebCloud,
a content distribution system designed to support

the workloads present in existing online social net-
working websites. WebCloud works by recruiting
users’ web browsers to help serve content to other
users and is compatible with the web browsers and
web sites of today. Due to the geographic local-
ity that often exists between friends in online social
networks [13, 16], content exchange in WebCloud
often stays within the user’s local Internet Service
Provider (ISP), thereby providing a bandwidth sav-
ings for both the site and the ISP. As a result, by de-
ploying WebCloud, OSNs such as Facebook would
enjoy most of the benefits of large centralized CDNs
with lower costs and their users would benefit from
faster service.
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